
Sound conveys important information 
about objects in our surrounding. This fact 

can be exploited by using sound as a 
supervisory signal to train a model which 
improves image recognition performance.
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Motivation

Feature Extractor Classifier “Dog”

Classification
Detection
Semantic/Instance segmentation
Visual Question Answering

Repurposed for: Recipe:
1. Pre-train on large supervised dataset
2. Collect a dataset of supervised images
3. Train a ConvNet



Motivation

Feature Extractor Classifier “Dog”

All predicated on human annotation
Costly
Time consuming
Prone to error
Bias?
What about complex concepts? Medicine/Legal?



Motivation

Feature Extractor Pseudo-task Surrogate 
label 
(from within)

Instead of density modeling 
(unsupervised learning) where we 
want pmodel similar to pdata

We find supervision signal y within 
the input data, which allows use of 
standard supervised learning losses 
and architectures



Self supervision in CV

(non overlapping)



Self supervision in CV

Mehdi Noroozi (University of Bern), Hamed Pirsiavash (University of Maryland Baltimore County), Paolo  Favaro



Self supervision in CV

Ting Chen, Simon Kornblith, Kevin Swersky, Mohammad Norouzi, Geoffrey Hinton

attract attract



Self supervision in CV

Colorization
Image inpainting
Split-brain (cross channel prediction)
Counting visual primitives
Video shuffling
Deep Clustering
….,
.…,
Image GPT,
SimCLR (v2)
MoCo

All use images/video frames. What about audio?

The thud of a bouncing ball, the onset of speech as lips open — when visual and 
audio events occur together, it suggests that there might be a common, underlying 
event that produced both signals.

We want (x,y) pairs of (image, sound representation)



Relationship b/w sound and images

3.75s 3.75s

Sound texture model

512-dim representation

Credit: J. McDermott, E. Simoncelli



We see that frames fall into categories 
such as “outdoor scenes”, “indoor scenes”, 
“people laughing”, and “music”.

Relationship b/w sound and images

Cluster sound using K-means and 
use cluster as label for image

Feature 
extractor

Linear 
classifier

Sound cluster 
prediction

Input image

And we get pairs of {(img_1, cluster=1)...(img_n, cluster=k)}



Dataset

AudioSet consists of an expanding ontology of 632 audio 
event classes and a collection of 2,084,320 human-labeled 
10-second sound clips drawn from YouTube videos. 

Do not use the annotations in any way. Only needed the 
dataset as it was a good collection of videos with only 
ambient sounds

Need for ambient sound



Pascal VOC classification

Per class mAP



Update - July 2020

Imagenet top 1 accuracy - using linear probe

Unsupervised pretraining dataset differs*



Improvements

Better sound representation, WaveNet/Contrastive Predictive Coding (CPC)

Bigger models

Audio augmentation to produce a contrastive learning 
environment? Image augmentation paired with audio 
clusters?...(several ideas to steer it towards SimCLR)
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